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## Exercise 1

A personnel officer in a governmental agency administered three newly developed aptitude tests to a random sample of 25 applicants for entry-level positions in the agency. For the purpose of the study, all 25 applicants were accepted for positions irrespective of their test scores. After a probationary period, each applicant was rated for proficiency on the job.

The scores on the three tests (x1, x2, x3) and the job proficiency score (y) for the 25 employees are in the file JobProf.rda (load JobProf from DS705data)

(Based on an exercise from Applied Linear Statistical Models, 5th ed. by Kutner, Nachtsheim, Neter, & Li)

### Part 1a

Create a scatterplot matrix and the correlation matrix for all of the variables in the data set.

Do any aptitude test scores appear to be linearly related to the proficiency score? Do any relationships appear to be quadratic? Do any aptitude scores appear to be linearly related to each other?

### Answer 1a

require(DS705data)

## Loading required package: DS705data

data("JobProf")  
head(JobProf)

## y x1 x2 x3  
## 1 88 86 110 100  
## 2 80 62 97 99  
## 3 96 110 107 103  
## 4 76 101 117 93  
## 5 80 100 101 95  
## 6 73 78 85 95

attach(JobProf)  
#JobProf  
pairs(JobProf)
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cor(JobProf)

## y x1 x2 x3  
## y 1.0000000 0.5144107 0.4970057 0.8970645  
## x1 0.5144107 1.0000000 0.1022689 0.1807692  
## x2 0.4970057 0.1022689 1.0000000 0.5190448  
## x3 0.8970645 0.1807692 0.5190448 1.0000000

There appears to be heavy correlation between x3 and the proficiency score (correlation value of 0.897). x2 and x3 may be linearly related, but more investigation is require. No relationships appear quadratic.

### Part 1b

Obtain the model summary for the model composed of the three first-order terms and the three cross-product interaction terms (using the centered variables):

Also use R to compute the VIF for each term in the model. Are any of the VIFs over 10?

This model is suffering from the effects of collinearity, which inflates the standard errors of the estimated coefficients.

What do you notice about the overall model p-value (from the F-statistic) and the individual p-values for each term in the model? Does it make sense that the overall model shows statistical significance but no individual term does?

### Answer 1b

#B0 + B1x1 + B2x2 + b3x3 + b4x1x2 + b5x1x3 + b6x2x3 + E  
proficiencyModel <- lm(y ~ x1 + x2 + x3 + x1:x2 + x1:x3 + x2:x3, data = JobProf)  
summary(proficiencyModel)

##   
## Call:  
## lm(formula = y ~ x1 + x2 + x3 + x1:x2 + x1:x3 + x2:x3, data = JobProf)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -9.513 -3.408 -1.082 2.548 11.593   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) -48.965067 142.039396 -0.345 0.734  
## x1 -0.580916 0.820429 -0.708 0.488  
## x2 -0.174913 0.905654 -0.193 0.849  
## x3 1.443371 1.495901 0.965 0.347  
## x1:x2 0.004012 0.004341 0.924 0.368  
## x1:x3 0.004959 0.008893 0.558 0.584  
## x2:x3 -0.002015 0.008399 -0.240 0.813  
##   
## Residual standard error: 5.431 on 18 degrees of freedom  
## Multiple R-squared: 0.9414, Adjusted R-squared: 0.9218   
## F-statistic: 48.17 on 6 and 18 DF, p-value: 4.042e-10

#install.packages("fmsb")  
require(fmsb)

## Loading required package: fmsb

## Warning: package 'fmsb' was built under R version 3.1.3

require(MASS)

## Loading required package: MASS

#install.packages("clusterGeneration")  
require(clusterGeneration)

## Loading required package: clusterGeneration

## Warning: package 'clusterGeneration' was built under R version 3.1.3

#install.packages("HH")  
require(HH)

## Loading required package: HH

## Warning: package 'HH' was built under R version 3.1.3

## Loading required package: lattice

## Loading required package: grid

## Loading required package: latticeExtra

## Warning: package 'latticeExtra' was built under R version 3.1.3

## Loading required package: RColorBrewer

## Warning: package 'RColorBrewer' was built under R version 3.1.3

## Loading required package: multcomp

## Warning: package 'multcomp' was built under R version 3.1.3

## Loading required package: mvtnorm

## Warning: package 'mvtnorm' was built under R version 3.1.3

## Loading required package: survival

## Loading required package: splines

## Loading required package: TH.data

## Warning: package 'TH.data' was built under R version 3.1.3

##   
## Attaching package: 'TH.data'

## The following object is masked from 'package:MASS':  
##   
## geyser

## Loading required package: gridExtra

## Warning: package 'gridExtra' was built under R version 3.1.3

VIF(proficiencyModel) #Returns VIF for entire model.

## [1] 17.05534

vif(proficiencyModel) #Uses HH package and returns VIF for each individual term.

## x1 x2 x3 x1:x2 x1:x3 x2:x3   
## 225.6691 199.6007 142.7966 138.0512 368.6751 308.2454

There are zero terms that meet our standard p value requirements (0.05) despite the overall model's p-value at practically 0. This gives us indiciation that there may be a case of collinearity. VIF also shows as 17.05 for the entire model - which is extremely high. The VIF for each individual term is also extremely high.

### Part 1c

Many times, collinearity can be alleviated by centering the predictor variables. Center the predictor variables x1, x2, and x3 and create new variables to hold them (call them cx1, cx2, and cx3). Furthermore, create a quadratic term for the centered x2 variable.

### Answer 1c

cx1 <- x1-mean(x1)  
cx2 <- x2-mean(x2)  
cx3 <- x3-mean(x3)  
qx2 <- cx2\*cx2

### Part 1d

Now obtain the model summary for the model composed of the three first-order terms and the three cross-product interaction terms using the centered variables:

Use R to compute the VIF for each term in the model. Have the VIF values decreased after the variables are centered? What can you about the overall model p-value (from the F-statistic) and the individual p-values for each term in the model? Does this make more sense?

### Answer 1d

#B0 + B1x1 + B2x2 + b3x3 + b4x1x2 + b5x1x3 + b6x2x3 + E  
proficiencyModelCentered <- lm(y ~ cx1 + cx2 + cx3 + cx1:cx2 + cx1:cx3 + cx2:cx3, data = JobProf)  
summary(proficiencyModelCentered)

##   
## Call:  
## lm(formula = y ~ cx1 + cx2 + cx3 + cx1:cx2 + cx1:cx3 + cx2:cx3,   
## data = JobProf)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -9.513 -3.408 -1.082 2.548 11.593   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 92.060813 1.325366 69.461 < 2e-16 \*\*\*  
## cx1 0.347097 0.057934 5.991 1.15e-05 \*\*\*  
## cx2 0.036629 0.083585 0.438 0.666   
## cx3 1.740924 0.151386 11.500 9.98e-10 \*\*\*  
## cx1:cx2 0.004012 0.004341 0.924 0.368   
## cx1:cx3 0.004959 0.008893 0.558 0.584   
## cx2:cx3 -0.002015 0.008399 -0.240 0.813   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 5.431 on 18 degrees of freedom  
## Multiple R-squared: 0.9414, Adjusted R-squared: 0.9218   
## F-statistic: 48.17 on 6 and 18 DF, p-value: 4.042e-10

vif(proficiencyModelCentered) #vif values much lower.

## cx1 cx2 cx3 cx1:cx2 cx1:cx3 cx2:cx3   
## 1.125258 1.700164 1.462463 1.293315 1.432634 1.456335

VIF values are much lower in the centered model. Despite the 'centering' of factors cx1, cx2, cx3 - the three interaction term's p-values all remained the same (but their VIF values decreased). I wonder why?

### Part 1e

Test the significance of all three coefficients for the interaction terms as a subset. Use a 5% level of significance. State and and provide the R output as well as a written conclusion.

Look back and check the individual p-values for the interactions terms from the previous model, how do they compare to the p-value when the interaction terms are tested together as a subset?

### Answer 1e

# Test the significance of all three coefficients for the interaction terms as a subset. Use a 5% level of significance.  
#Both are continuous variables.   
#1st value is y-intercept.  
#2nd value is slope of cx1 when cx2 = 0.  
#3rd value is slope of cx2 when cx1 = 0.  
#4th value is change in slope as one of two variables increases as the y value increases by 1.   
summary(lm(y ~ cx1\*cx2)) #p:0.22836 v. 0.368

##   
## Call:  
## lm(formula = y ~ cx1 \* cx2)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -27.006 -11.240 1.552 10.098 21.696   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 91.75249 2.95622 31.037 < 2e-16 \*\*\*  
## cx1 0.41676 0.15048 2.770 0.01148 \*   
## cx2 0.50337 0.17409 2.892 0.00873 \*\*   
## cx1:cx2 0.01299 0.01047 1.241 0.22836   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 14.67 on 21 degrees of freedom  
## Multiple R-squared: 0.5008, Adjusted R-squared: 0.4295   
## F-statistic: 7.022 on 3 and 21 DF, p-value: 0.001895

summary(lm(y ~ cx1\*cx3)) #p:0.22 v. 0.584

##   
## Call:  
## lm(formula = y ~ cx1 \* cx3)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -9.499 -3.017 -0.712 2.236 12.867   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 91.913001 1.060875 86.639 < 2e-16 \*\*\*  
## cx1 0.356498 0.053361 6.681 1.30e-06 \*\*\*  
## cx3 1.789513 0.124330 14.393 2.38e-12 \*\*\*  
## cx1:cx3 0.009201 0.007281 1.264 0.22   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 5.181 on 21 degrees of freedom  
## Multiple R-squared: 0.9377, Adjusted R-squared: 0.9288   
## F-statistic: 105.4 on 3 and 21 DF, p-value: 8.04e-13

summary(lm(y ~ cx2\*cx3)) #p:0.679 v. 0.813

##   
## Call:  
## lm(formula = y ~ cx2 \* cx3)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -15.7912 -6.7972 -0.4643 4.1050 22.1671   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 91.781384 2.075836 44.214 < 2e-16 \*\*\*  
## cx2 0.072727 0.138580 0.525 0.605   
## cx3 1.910886 0.246262 7.760 1.34e-07 \*\*\*  
## cx2:cx3 0.005486 0.013057 0.420 0.679   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 9.106 on 21 degrees of freedom  
## Multiple R-squared: 0.8077, Adjusted R-squared: 0.7802   
## F-statistic: 29.4 on 3 and 21 DF, p-value: 1.043e-07

Null Hypothesis (for all interaction terms): Interaction term (cx1, cx2 or cx3) is not a significant variable in the proficiency model.

Alternative Hypothesis (for all interaction terms): Interaction term (cx1, cx2 or cx3) belongs in the proficieny model.

Conclusion: FAIL TO REJECT null hypothesis at alpha = 0.05. There is not enough evidence to suggest the interaction terms cx1:cx2 (p=.228), cx1:cx3 (p=.22), cx2:cx3 (p=.679) belong in the proficiency model.

When tested individually, the interaction models exhibited a lower p value as compared to being tested together (comparisons are in the code comment above).

### Part 1f

Drop the interaction terms from the model and fit the following model with the quadratic term for :

Should the quadratic term be retained in the model at a 5% level of significance?

### Answer 1f

proficiencyMCQ <- lm(y ~ cx1 + cx2 + cx3 + qx2, data = JobProf)  
summary(proficiencyMCQ)

##   
## Call:  
## lm(formula = y ~ cx1 + cx2 + cx3 + qx2, data = JobProf)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -8.852 -2.724 -0.918 1.956 10.071   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 90.899655 1.734388 52.410 < 2e-16 \*\*\*  
## cx1 0.340887 0.055159 6.180 4.89e-06 \*\*\*  
## cx2 0.075087 0.080889 0.928 0.364   
## cx3 1.820764 0.152130 11.968 1.42e-10 \*\*\*  
## qx2 0.004530 0.004759 0.952 0.353   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 5.343 on 20 degrees of freedom  
## Multiple R-squared: 0.9369, Adjusted R-squared: 0.9243   
## F-statistic: 74.3 on 4 and 20 DF, p-value: 1.03e-11

The quadratic term should NOT be retained in the model given p-value of 0.353.

### Part 1g

Drop the quadratic term and fit the model with only the original uncentered variables:

Are there any other terms that should be dropped from the model using the criteria of a 5% level of significance?

### Answer 1g

proficiencySimple <- lm(y ~ cx1 + cx2 + cx3, data = JobProf)  
summary(proficiencySimple)

##   
## Call:  
## lm(formula = y ~ cx1 + cx2 + cx3, data = JobProf)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -9.7517 -3.0371 -0.4618 1.8358 11.7315   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 92.20000 1.06612 86.482 < 2e-16 \*\*\*  
## cx1 0.34813 0.05451 6.387 2.48e-06 \*\*\*  
## cx2 0.04353 0.07362 0.591 0.561   
## cx3 1.77921 0.14541 12.236 5.08e-11 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 5.331 on 21 degrees of freedom  
## Multiple R-squared: 0.9341, Adjusted R-squared: 0.9247   
## F-statistic: 99.21 on 3 and 21 DF, p-value: 1.457e-12

Term cx2 should be dropped from the model given p value of 0.561.

### Part 1h

Fit the final model for predicting the proficiency score for the population of all employees for this government agency.

### Answer 1h

proficiencyFinal <- lm(y ~ cx1 + cx3, data = JobProf)  
summary(proficiencyFinal)

##   
## Call:  
## lm(formula = y ~ cx1 + cx3, data = JobProf)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -9.3489 -2.8086 -0.4546 2.8981 12.6469   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 92.20000 1.05024 87.79 < 2e-16 \*\*\*  
## cx1 0.34846 0.05369 6.49 1.58e-06 \*\*\*  
## cx3 1.82321 0.12307 14.81 6.31e-13 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 5.251 on 22 degrees of freedom  
## Multiple R-squared: 0.933, Adjusted R-squared: 0.9269   
## F-statistic: 153.2 on 2 and 22 DF, p-value: 1.222e-13

The final model only included cx1 and cx3 with an adjusted R-squared value of 0.9269 meaning ~92.7% variation in y can be explained by the predictor variables.

### Part 1i

Obtain the residuals for your final model and evaluate the residual plots using the "plot" function. Does the regression line appear to be a good fit? Does a visual inspection indicate that the model assumptions appear to be satisfied? Comment.

### Answer 1i

proficiency.res <- resid(proficiencyFinal)  
plot(proficiency.res, main = "Residual plot for Proficiency Model", xlab = "Data Points", ylab = "Proficiency Residual"); abline(h=0, lty='dashed')

![](data:image/png;base64,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)

Judging by the visual plot, there is no reason to believe that any model assumptions are incorrect (of course, more investigation can be done). Visually speaking: 1. Errors appear to have mean 0. 2. Error variance appears fairly similar above and below 0 on the residual plot. 3. Errors are independant from each other. 4. Errors appear normally distributed (with slight potential for a 'diamon' shape).

### Part 1j

Perform a Shapiro-Wilk test for normality. Use . Comment on the results.

### Answer 1j

shapiro.test(proficiency.res)

##   
## Shapiro-Wilk normality test  
##   
## data: proficiency.res  
## W = 0.9711, p-value = 0.6738

Null Hypothesis: Residual data is normal. Alternative Hypothesis: Residual data is not normal.

Conclusion: Fail to reject null hypothesis of Shapiro-Wilk test (alpha = 0.05).

Residual data appears to be normal (p = 0.6738).

### Part 1k

Perform a Bruesch-Pagan test for homogeneity of variance among the residuals. Use . Comment on the results.

### Answer 1k

require(lmtest)

## Loading required package: lmtest

## Warning: package 'lmtest' was built under R version 3.1.3

## Loading required package: zoo

## Warning: package 'zoo' was built under R version 3.1.3

##   
## Attaching package: 'zoo'

## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

bptest(proficiencyFinal)

##   
## studentized Breusch-Pagan test  
##   
## data: proficiencyFinal  
## BP = 0.2578, df = 2, p-value = 0.879

Null Hypothesis: There are equal variances in the residuals of the final proficiency model.

Alternative Hypothesis: There are unequal variances in the residuals of the final proficiency model.

Conclusion: Fail to reject null (alpha = 0.05).

Fail the reject null hypothesis of equal variances. There is not enough evidence to suggest that residual variances are unequal (p = 0.879).

### Part 1l

Perform a Durbin-Watson test for serial correlation the residuals. Use . Comment on the results.

### Answer 1l

dwtest(proficiencyFinal)

##   
## Durbin-Watson test  
##   
## data: proficiencyFinal  
## DW = 1.2807, p-value = 0.03426  
## alternative hypothesis: true autocorrelation is greater than 0

Null Hypothesis: There are no autocorrelations (alpha = 0.05). Alternative Hypothesis: There are autocorrelations (alpha = 0.05).

Conclusion: There is enough evidence to REJECT the null hypothesis at alpha = 0.05.

The results of the Durbin-Watson test show evidence suggesting that there are autocorrelations in the proficiency model (p = 0.03426).

### Part 1m

Obtain a 95% confidence interval for and interpret it in the context of this problem.

### Answer 1m

confint(proficiencyFinal, 'cx3', level=.95)

## 2.5 % 97.5 %  
## cx3 1.567966 2.078445

confint(proficiencyFinal)

## 2.5 % 97.5 %  
## (Intercept) 90.021926 94.3780738  
## cx1 0.237103 0.4598121  
## cx3 1.567966 2.0784446

We are 95% confident that the population mean proficiency score increases 1.568 to 2.078 points for each one point rise on test 3.

### Part 1n

Construct a 95% prediction interval for a randomly selected employee with aptitude scores of and to forecast their proficiency rating at the end of the probationary period. Write an interpretation for the interval in the context of this problem.

### Answer 1n

# x2 is not part of the final model.   
#since the final model has mean subtracted, have to do some manual calculation.   
empTest1 <- 99-mean(x1); empTest1

## [1] -4.36

empTest3 <- 105-mean(x3); empTest3

## [1] 4.2

testEmployee <- data.frame(cx1 = empTest1, cx3 = empTest3)  
predict(proficiencyFinal, testEmployee, interval = "prediction")

## fit lwr upr  
## 1 98.33819 87.16155 109.5148

We are 95% confident that, for a test 1 score of 99 and a test 3 score of 105, the proficiency level will be between 87.16 and 109.51.

## Exercise 2

Consider the scenario from Exercises 12.5 and 12.7 on page 725 of Ott's textbook. There are two categorical variables (Method and Gender) and one quantitative variable (index of English proficiency prior to the program). See the textbook for details on how the qualitative variables are coded using indicator variables.

Load English from DS705data for the data set.

### Part 2a

Use data in the file English.rda to estimate the coefficients for the model in Exercise 12.5:

Obtain the estimated intercept and coefficients and state the estimated mean English proficiency scores for each of the 3 methods of teaching English as a second language.

### Answer 2a

data(English)  
summary(English)

## x1 x2 x3 x4   
## Min. :0.0000 Min. :0.0000 Min. :0.0 Min. :32.00   
## 1st Qu.:0.0000 1st Qu.:0.0000 1st Qu.:0.0 1st Qu.:41.00   
## Median :0.0000 Median :0.0000 Median :0.5 Median :45.00   
## Mean :0.3333 Mean :0.3333 Mean :0.5 Mean :45.08   
## 3rd Qu.:1.0000 3rd Qu.:1.0000 3rd Qu.:1.0 3rd Qu.:49.00   
## Max. :1.0000 Max. :1.0000 Max. :1.0 Max. :64.00   
## y   
## Min. : 30.00   
## 1st Qu.: 43.75   
## Median : 53.00   
## Mean : 66.53   
## 3rd Qu.: 96.25   
## Max. :141.00

head(English) #x1, x2, x3, x4, y

## x1 x2 x3 x4 y  
## 1 0 0 0 48 45  
## 2 0 0 0 41 40  
## 3 0 0 0 46 45  
## 4 0 0 0 50 46  
## 5 0 0 0 53 40  
## 6 0 0 0 49 38

#x1 - 1 if method 2, 0 if otherwise.  
#x2 - 1 if Method 3, 0 if otherwise.  
#x3 - Assumption is Gender.  
#x4 - Pre-test Score  
#y - dependant variable (post score)  
simpleEnglishModel <- lm(English$y ~ English$x1 + English$x2, data = English)  
summary(simpleEnglishModel)

##   
## Call:  
## lm(formula = English$y ~ English$x1 + English$x2, data = English)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -20.150 -5.713 -0.225 4.850 34.850   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 44.750 2.202 20.325 <2e-16 \*\*\*  
## English$x1 61.400 3.114 19.719 <2e-16 \*\*\*  
## English$x2 3.950 3.114 1.269 0.21   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 9.847 on 57 degrees of freedom  
## Multiple R-squared: 0.8953, Adjusted R-squared: 0.8916   
## F-statistic: 243.6 on 2 and 57 DF, p-value: < 2.2e-16

#y = 44.75 + 61.4(x1) + 3.95(x2)

Replace the ## symbols with the parameter estimates:

y = 44.75 + 61.4 + 3.95

State the estimated mean English proficiency scores for each of the 3 methods:

Estimated mean for Method 1 = 44.75 Estimated mean for Method 2 = 106.15 Estimated mean for Method 3 = 48.7

### Part 2b

Before fitting the model of Exercise 12.7, create a centered variable for x4 (call it cx4).

Fit the model for Exercise 12.7 using the centered variable x4c:

Using the estimated coefficients, write three separate estimated models, one for each method, relating the scores after 3 months in the program (y) to the index score prior to starting the program ().

### Answer 2b

# Create centered variable cx4 off of x4.  
English$cx4 <- English$x4-mean(English$x4) #loaded directly into the data frame.   
#y = b0 + b1cx4 + b2x1 + b3x2 + b5x1cx4 + b6x2cx4 + E  
complexEnglishModel <- lm(English$y ~ English$cx4 + English$x1 + English$x2 + English$cx4\*English$x1 + English$cx4\*English$x2, data = English)  
summary(complexEnglishModel)

##   
## Call:  
## lm(formula = English$y ~ English$cx4 + English$x1 + English$x2 +   
## English$cx4 \* English$x1 + English$cx4 \* English$x2, data = English)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -13.845 -4.696 -0.110 4.178 19.470   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 44.7602 1.6205 27.621 < 2e-16 \*\*\*  
## English$cx4 0.1220 0.2983 0.409 0.6841   
## English$x1 59.9319 2.3011 26.045 < 2e-16 \*\*\*  
## English$x2 4.2308 2.2997 1.840 0.0713 .   
## English$cx4:English$x1 1.7797 0.4039 4.407 5.02e-05 \*\*\*  
## English$cx4:English$x2 0.3038 0.4104 0.740 0.4624   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 7.246 on 54 degrees of freedom  
## Multiple R-squared: 0.9463, Adjusted R-squared: 0.9413   
## F-statistic: 190.2 on 5 and 54 DF, p-value: < 2.2e-16

OVERALL --

Method 1 -- both x1 and x2 are zeroed out.

Method 2 -- x1 = 1, x2 = 0.

Method 3 -- x1 = 0, x2 = 1.

## Exercise 3

Ninety members (aged = 18.1 â 23.4 years) of three Division I womenâs intercollegiate rowing teams (National Collegiate Athletic Association) within the Big Ten Conference volunteered to participate in a study to predict race time for female collegiate rowers from nineteen physical characteristics.

Data is in the file rowtime.rda (load from DS705data). The race times are in the variable named "racetime".

### Part 3a

Load the data and use head(rowtime) to see the other variable names and the first 6 values of each.

### Answer 3a

data(rowtime)  
head(rowtime) #racetime holds ttc.

## racetime tall weight armspan flexarm thighci calfcir tricep biceps  
## 1 470.3 171.5 86.7 172.085 34.2 65.5 40.4 21 19  
## 2 469.2 167.8 72.6 155.575 31.2 59.4 39.5 24 11  
## 3 509.0 169.3 69.4 167.000 31.0 57.5 39.0 22 19  
## 4 516.0 157.8 58.6 158.115 29.5 54.0 37.0 19 12  
## 5 465.0 172.0 72.8 175.895 33.0 55.0 38.0 21 7  
## 6 480.5 176.2 71.7 170.815 32.5 54.5 37.0 17 7  
## thigh estffm estfm bestsnr bestvj legpower endo meso ecto  
## 1 29 66.53111 20.14889 43 21 139.90643 6.84670 4.02678 0.29427  
## 2 34 54.41205 18.17795 25 16 102.26945 6.09077 4.66443 1.00103  
## 3 35 52.14987 17.25013 41 17 100.78434 5.78748 3.88055 1.57270  
## 4 13 47.25539 11.33461 44 13 72.96047 5.75961 4.20958 1.20026  
## 5 23 59.45383 13.31617 49 18 108.74211 4.84827 4.92608 1.61281  
## 6 29 56.61784 15.11216 39 15 97.84882 4.38835 3.24785 2.49913  
## expvarsity preexper  
## 1 0 1  
## 2 0 0  
## 3 0 0  
## 4 0 0  
## 5 0 0  
## 6 0 0

attach(rowtime)

### Part 3b

Use the **regsubsets** function to find the "best" model for predicting the response variable rowtime with up to 8 of the 19 predictor variables in the data set. Produce the summary and the plot for the best single models with up to 8 predictors according to .

Which independent variables are in the best model with 8 predictors when the is the criterion for selection?

### Answer 3b

#?regsubsets  
require(leaps)

## Loading required package: leaps

## Warning: package 'leaps' was built under R version 3.1.3

require(MASS)  
regmodel <- regsubsets(racetime~., data=rowtime, nvmax = 8)  
plot(regmodel, scale="adjr2")

![](data:image/png;base64,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)

#calfcir, biceps, bestvj, legpower, meso, ecto, expvarsity, preexper with adj r^2 of .62.

The eigh best predictors for selection (based on adjusted R^2) are: 1. Calf Circumference. 2. Biceps Strength. 3. Best Vertical Jump. 4. Leg Power. 5. Meso body type. 6. Ecto body type. 7. Varsity Experience. 8. Previous Experience.

### Part 3c

Use the **step** function with forward selection to find the "best" model for predicting the response variable rowtime.

Which independent variables are in the model selected? What is the AIC value for this model?

### Answer 3c

null <- lm(racetime~1, data=rowtime)  
full <- lm(racetime~., data=rowtime)  
step(null, scope=list(lower=null, upper=full, direction="forward"))

## Start: AIC=575.99  
## racetime ~ 1  
##   
## Df Sum of Sq RSS AIC  
## + estffm 1 16415.9 36552 544.60  
## + tall 1 13189.7 39778 552.21  
## + weight 1 12987.5 39980 552.67  
## + legpower 1 8478.5 44489 562.29  
## + expvarsity 1 7731.5 45236 563.79  
## + flexarm 1 7190.1 45777 564.86  
## + preexper 1 5346.5 47621 568.41  
## + thighci 1 4806.2 48161 569.43  
## + estfm 1 4288.2 48679 570.39  
## + armspan 1 3492.1 49476 571.85  
## + calfcir 1 2072.4 50895 574.39  
## <none> 52968 575.99  
## + meso 1 932.8 52035 576.39  
## + bestvj 1 203.9 52764 577.64  
## + ecto 1 110.7 52857 577.80  
## + thigh 1 102.8 52865 577.81  
## + biceps 1 76.4 52891 577.86  
## + bestsnr 1 49.6 52918 577.90  
## + tricep 1 42.6 52925 577.91  
## + endo 1 12.6 52955 577.97  
##   
## Step: AIC=544.6  
## racetime ~ estffm  
##   
## Df Sum of Sq RSS AIC  
## + expvarsity 1 5950.0 30602 530.61  
## + biceps 1 4411.1 32141 535.03  
## + preexper 1 3700.7 32851 536.99  
## + ecto 1 3276.0 33276 538.15  
## + tall 1 3072.6 33479 538.70  
## + endo 1 2677.3 33874 539.75  
## + calfcir 1 2326.6 34225 540.68  
## + tricep 1 2238.5 34313 540.91  
## + estfm 1 1274.1 35278 543.41  
## + weight 1 1270.1 35282 543.42  
## <none> 36552 544.60  
## + thighci 1 762.4 35789 544.70  
## + meso 1 705.0 35847 544.85  
## + flexarm 1 690.1 35862 544.89  
## + thigh 1 433.5 36118 545.53  
## + legpower 1 311.0 36241 545.83  
## + bestvj 1 53.8 36498 546.47  
## + armspan 1 53.4 36498 546.47  
## + bestsnr 1 3.1 36549 546.59  
## - estffm 1 16415.9 52968 575.99  
##   
## Step: AIC=530.61  
## racetime ~ estffm + expvarsity  
##   
## Df Sum of Sq RSS AIC  
## + tall 1 3673.9 26928 521.10  
## + preexper 1 3345.3 27256 522.19  
## + calfcir 1 3235.8 27366 522.55  
## + ecto 1 3153.8 27448 522.82  
## + biceps 1 3060.2 27542 523.13  
## + legpower 1 1245.3 29356 528.87  
## + endo 1 1169.4 29432 529.10  
## + bestvj 1 1086.4 29515 529.36  
## + meso 1 992.0 29610 529.64  
## + tricep 1 681.0 29921 530.58  
## <none> 30602 530.61  
## + estfm 1 521.4 30080 531.06  
## + weight 1 516.1 30086 531.08  
## + flexarm 1 419.8 30182 531.37  
## + thighci 1 311.9 30290 531.69  
## + armspan 1 292.3 30309 531.75  
## + thigh 1 74.2 30528 532.39  
## + bestsnr 1 0.7 30601 532.61  
## - expvarsity 1 5950.0 36552 544.60  
## - estffm 1 14634.4 45236 563.79  
##   
## Step: AIC=521.1  
## racetime ~ estffm + expvarsity + tall  
##   
## Df Sum of Sq RSS AIC  
## + preexper 1 3687.9 23240 509.84  
## + bestvj 1 1256.1 25672 518.80  
## + meso 1 1247.8 25680 518.83  
## + calfcir 1 1212.2 25716 518.95  
## + legpower 1 1144.1 25784 519.19  
## + biceps 1 1141.2 25787 519.20  
## <none> 26928 521.10  
## + tricep 1 276.8 26651 522.17  
## + armspan 1 239.2 26689 522.30  
## + endo 1 198.0 26730 522.44  
## + estfm 1 123.0 26805 522.69  
## + weight 1 119.8 26808 522.70  
## + bestsnr 1 42.8 26885 522.96  
## + ecto 1 28.0 26900 523.01  
## + flexarm 1 19.4 26908 523.03  
## + thigh 1 8.9 26919 523.07  
## + thighci 1 7.7 26920 523.07  
## - tall 1 3673.9 30602 530.61  
## - estffm 1 4923.3 31851 534.21  
## - expvarsity 1 6551.3 33479 538.70  
##   
## Step: AIC=509.84  
## racetime ~ estffm + expvarsity + tall + preexper  
##   
## Df Sum of Sq RSS AIC  
## + biceps 1 1637.2 21603 505.27  
## + meso 1 827.2 22413 508.58  
## + calfcir 1 810.2 22430 508.65  
## + tricep 1 582.5 22657 509.56  
## <none> 23240 509.84  
## + legpower 1 479.6 22760 509.97  
## + bestvj 1 437.9 22802 510.13  
## + estfm 1 383.2 22857 510.35  
## + weight 1 382.7 22857 510.35  
## + endo 1 343.9 22896 510.50  
## + ecto 1 200.9 23039 511.06  
## + thigh 1 183.4 23057 511.13  
## + armspan 1 167.4 23073 511.19  
## + bestsnr 1 27.6 23212 511.74  
## + thighci 1 14.5 23225 511.79  
## + flexarm 1 0.5 23239 511.84  
## - preexper 1 3687.9 26928 521.10  
## - tall 1 4016.5 27256 522.19  
## - estffm 1 4022.2 27262 522.21  
## - expvarsity 1 6190.7 29431 529.10  
##   
## Step: AIC=505.27  
## racetime ~ estffm + expvarsity + tall + preexper + biceps  
##   
## Df Sum of Sq RSS AIC  
## + meso 1 951.9 20651 503.21  
## + bestvj 1 523.9 21079 505.06  
## + calfcir 1 519.6 21083 505.08  
## <none> 21603 505.27  
## + legpower 1 263.5 21339 506.16  
## + armspan 1 153.4 21449 506.63  
## + thighci 1 153.1 21450 506.63  
## + flexarm 1 96.6 21506 506.87  
## + bestsnr 1 36.2 21567 507.12  
## + endo 1 32.9 21570 507.13  
## + weight 1 32.5 21570 507.13  
## + estfm 1 32.1 21571 507.13  
## + thigh 1 25.4 21577 507.16  
## + tricep 1 7.8 21595 507.24  
## + ecto 1 1.6 21601 507.26  
## - biceps 1 1637.2 23240 509.84  
## - tall 1 1754.6 23357 510.30  
## - preexper 1 4183.8 25787 519.20  
## - expvarsity 1 4779.8 26383 521.26  
## - estffm 1 5600.4 27203 524.01  
##   
## Step: AIC=503.21  
## racetime ~ estffm + expvarsity + tall + preexper + biceps + meso  
##   
## Df Sum of Sq RSS AIC  
## + calfcir 1 1601.4 19049 497.95  
## + bestvj 1 746.5 19904 501.90  
## + legpower 1 553.0 20098 502.77  
## <none> 20651 503.21  
## - estffm 1 640.0 21291 503.96  
## + tricep 1 174.8 20476 504.45  
## + ecto 1 107.3 20544 504.74  
## + armspan 1 74.7 20576 504.89  
## + bestsnr 1 42.1 20609 505.03  
## + thighci 1 36.6 20614 505.05  
## + thigh 1 9.7 20641 505.17  
## + estfm 1 7.5 20643 505.18  
## + weight 1 6.8 20644 505.18  
## + flexarm 1 4.5 20646 505.19  
## + endo 1 3.1 20648 505.20  
## - meso 1 951.9 21603 505.27  
## - biceps 1 1761.9 22413 508.58  
## - tall 1 2450.9 23102 511.31  
## - preexper 1 3730.4 24381 516.16  
## - expvarsity 1 4687.5 25338 519.62  
##   
## Step: AIC=497.95  
## racetime ~ estffm + expvarsity + tall + preexper + biceps + meso +   
## calfcir  
##   
## Df Sum of Sq RSS AIC  
## + bestvj 1 481.3 18568 497.65  
## <none> 19049 497.95  
## + legpower 1 286.2 18763 498.59  
## + flexarm 1 278.2 18771 498.62  
## + thighci 1 257.7 18792 498.72  
## + armspan 1 196.4 18853 499.02  
## + tricep 1 130.8 18919 499.33  
## + bestsnr 1 122.4 18927 499.37  
## + ecto 1 35.4 19014 499.78  
## + thigh 1 25.9 19024 499.83  
## + weight 1 10.0 19039 499.90  
## + estfm 1 9.6 19040 499.90  
## + endo 1 1.2 19048 499.94  
## - estffm 1 980.1 20030 500.46  
## - biceps 1 1299.9 20349 501.89  
## - calfcir 1 1601.4 20651 503.21  
## - meso 1 2033.7 21083 505.08  
## - preexper 1 2774.2 21824 508.18  
## - tall 1 3005.4 22055 509.13  
## - expvarsity 1 5313.5 24363 518.09  
##   
## Step: AIC=497.65  
## racetime ~ estffm + expvarsity + tall + preexper + biceps + meso +   
## calfcir + bestvj  
##   
## Df Sum of Sq RSS AIC  
## <none> 18568 497.65  
## - bestvj 1 481.3 19049 497.95  
## + armspan 1 233.7 18334 498.51  
## + thighci 1 224.4 18344 498.55  
## + tricep 1 180.0 18388 498.77  
## + flexarm 1 155.8 18412 498.89  
## + legpower 1 146.0 18422 498.93  
## + bestsnr 1 38.3 18530 499.46  
## + ecto 1 28.3 18540 499.51  
## + endo 1 9.6 18559 499.60  
## + estfm 1 4.5 18564 499.62  
## + weight 1 4.3 18564 499.62  
## + thigh 1 0.0 18568 499.65  
## - estffm 1 929.2 19497 500.04  
## - calfcir 1 1336.2 19904 501.90  
## - biceps 1 1412.9 19981 502.25  
## - preexper 1 2127.0 20695 505.41  
## - meso 1 2152.9 20721 505.52  
## - tall 1 3209.4 21778 509.99  
## - expvarsity 1 5793.6 24362 520.09

##   
## Call:  
## lm(formula = racetime ~ estffm + expvarsity + tall + preexper +   
## biceps + meso + calfcir + bestvj, data = rowtime)  
##   
## Coefficients:  
## (Intercept) estffm expvarsity tall preexper   
## 867.706 -1.299 -17.579 -2.404 -10.983   
## biceps meso calfcir bestvj   
## 1.155 -10.389 2.810 1.002

The AIC for the forward step model is 497.65. This includes the independent variables: estffm + expvarsity + tall + preexper + biceps + meso + calfcir + bestvj.

## Exercise 4

A study was conducted whereby the type of anesthetic (A or B), nausea after the surgery (Yes or No), the amount of pain medication taken during the recovery period, and age for a random sample of 72 patients undergoing reconstructive knee surgery.

The data is in the file anesthesia.rda (load from DS705data).

### Part 4a

Obtain the output from R (including the Wald tests for coefficients - so use "summary" function) for the logistic regression model with nausea as the dependent variable and the type of anesthetic (anesthetic) and the amount of pain medication (painmed) taken as the predictor variables.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4a -|-|-|-|-|-|-|-|-|-|-|-

a <- data("anesthesia")  
head(anesthesia) #age(#), painmed(#), anesthetic(A or B) to determine nausea.

## age painmed anesthetic nausea  
## 1 49.90137 53.49 A No  
## 2 70.23562 21.66 A No  
## 3 64.07123 86.50 A No  
## 4 73.31507 37.34 A No  
## 5 59.72603 87.00 A No  
## 6 80.60822 18.33 A No

attach(anesthesia)  
nauseaModel <- glm(nausea ~ anesthetic + painmed, family = "binomial")  
summary(nauseaModel)

##   
## Call:  
## glm(formula = nausea ~ anesthetic + painmed, family = "binomial")  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.53173 -0.59107 -0.08386 0.76926 1.94523   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) -2.415567 0.870914 -2.774 0.005544 \*\*   
## anestheticB -0.831144 0.637377 -1.304 0.192232   
## painmed 0.033737 0.008843 3.815 0.000136 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 99.813 on 71 degrees of freedom  
## Residual deviance: 66.373 on 69 degrees of freedom  
## AIC: 72.373  
##   
## Number of Fisher Scoring iterations: 5

### Part 4b

What is the outcome of the hypothesis test that the coefficient of **anesthetic** is "zero" vs "not zero" at a 5% level of significance? (use the Wald test from the R output from the logistic regression you performed)

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4b -|-|-|-|-|-|-|-|-|-|-|-

Null Hypothesis: Coefficients in the population are 0. Alternative Hypothesis: Coefficients in the population are different than 0.

Anesthetic A (p = .0055) appears to be significant at the 5% level while Anesthetic B (p=0.1922) does not. We can't be sure if the coefficient for Anesthetic B is different from zero.

### Part 4c

What is the outcome of the hypothesis test that the coefficient of **painmed** is "zero" vs "not zero" at a 5% level of significance? (use the Wald test from the R output from the logistic regression you performed)

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4c -|-|-|-|-|-|-|-|-|-|-|-

Null Hypothesis: Coefficient for painmed is 0. Alternative Hypothesis: Coefficient for painmed is different than 0.

There is sufficient evidence to claim that the coefficient value for painmed is different than zero (p = 0.000136).

### Part 4d

Convert the estimated coefficient of **painmed** to an odds ratio and interpret it in the context of the problem.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4d -|-|-|-|-|-|-|-|-|-|-|-

exp(0.033737)

## [1] 1.034313

The odds of having nausea increases by 3.43% for each unit increase in the independent variable painmed.

### Part 4e

Compute the predicted probabilities of a reconstructive knee surgery patient having nausea in the recovery time after surgery for when 50 units of pain medication and anesthetic A are used.

Comment on this probability.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 4e -|-|-|-|-|-|-|-|-|-|-|-

kneeData <- data.frame(anesthetic="A", painmed=50)  
predict(nauseaModel, kneeData, type="response")

## 1   
## 0.3254815

The probability of a patient experiencing nausea in recovery time after surgery when 50 units of pain medication and anesthetic A are used is 32.55%.